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(57) ABSTRACT

A method and systems for creating a three-dimensional
wireframe mesh that represents characteristics of a model of
an object moving along a curve in a three-dimensional
coordinate system. A processor determines a direction of the
object’s motion from a starting location to an ending loca-
tion. The processor performs vector operations to draw pairs
of vectors from a common, initial base point. The tips of
each pair of vectors identify two corresponding points of the
mesh, and the vector operations are functions of the starting
location, of the second location, and of the object’s direction
of motion. The processor adjusts characteristics of the mesh
and determines, as a function of the adjusted mesh, a
characteristic of the animated object at the ending location,
such as its orientation, color, texture, reflectance, size, font,
or animation speed.
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1
CREATING A WIREFRAME MESH FOR
REPRESENTING A MOVING OBJECT IN A
THREE-DIMENSIONAL COORDINATE
SYSTEM

This application is a continuation application claiming
priority to Ser. No. 14/153,506, filed Jan. 13, 2014, which is
a continuation of Ser. No. 13/772,565, filed Feb. 21, 2013,
U.S. Pat. No. 8,669,978, issued Mar. 11, 2014, which is a
continuation application to Ser. No. 11/678,102, filed Feb.
23, 2007, now U.S. Pat. No. 8,405,661, issued Mar. 26,
2013.

FIELD OF THE INVENTION

The present invention discloses a method for modeling
and animating object trajectories in three-dimensional space.

BACKGROUND OF THE INVENTION

Conventional methods for modeling and animating object
trajectories in three-dimensional (3D) space cannot create an
accurate and dynamic object trajectory in real-time. Con-
ventional 3D animating methods attempt to animate an
object trajectory by displaying a number of discrete objects
over time along the trajectory. Consequently, conventional
3D animation methods convey little information as to the
object trajectory and may flatten or distort the track of a 3D
object as the 3D object is animated along with the object
trajectory if there is a sudden change in the direction of the
object trajectory as in arcing or and/or swerving.

Thus, there is a need for a method that overcomes at least
one of the preceding disadvantages of conventional 3D
modeling and animation methods.

SUMMARY OF THE INVENTION

The present invention provides a method for modeling
and animating a trajectory of an object in a three-dimen-
sional (3D) space, the object moving along the trajectory
with unidirectionally progressing time, wherein said 3D
space is specified by an origin O (0, 0, 0) and an XYZ
coordinate system comprising an X-axis, a y-axis, and a
z-axis, wherein a 3D point comprises a triplet (X, y, 7)
indicating a position of the object in the 3D space, x
representing a distance of the position along the x-axis, y
representing a distance of the position along the y-axis, and
7 representing a distance of the position along the z-axis,
wherein the trajectory comprises at least one course, each
course being displayed as a 3D model mesh comprising
multiple vertices, wherein said each course comprises at
least one segment representing a display unit of the 3D
model mesh, wherein each segment comprises two 3D
points ordered in time and successive segments ordered in
time in accordance with said unidirectionally progressing
time, said method comprising for each segment:

generating at least three vertices for a first 3D point of said
two 3D points comprising the segment, said at least three
vertices not being collinear so that said at least three vertices
jointly specify a plane such that a normal vector of the
specified plane is parallel to a vector directed from the first
3D point of the segment to a second 3D point of the segment;
and

adding the generated at least three vertices to the 3D
model mesh stored in a storage device, so that the generated
at least three vertices can be subsequently displayed as an
extension of the 3D model mesh.
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2

The present invention provides a computer program prod-
uct, comprising a computer usable medium having a com-
puter readable program code embodied therein, said com-
puter readable program code containing instructions that
when executed by a processor of a computer system imple-
ment a method for modeling and animating a trajectory of an
object in a three-dimensional (3D) space, the object moving
along the trajectory with unidirectionally progressing time,
wherein said 3D space is specified by an origin O (0, 0, 0)
and an XYZ coordinate system comprising an X-axis, a
y-axis, and a z-axis, wherein a 3D point comprises a triplet
(X, ¥, z) indicating a position of the object in the 3D space,
X representing a distance of the position along the x-axis, y
representing a distance of the position along the y-axis, and
7 representing a distance of the position along the z-axis,
wherein the trajectory comprises at least one course, each
course being displayed as a 3D model mesh comprising
multiple vertices, wherein said each course comprises at
least one segment representing a display unit of the 3D
model mesh, wherein each segment comprises two 3D
points ordered in time and successive segments ordered in
time in accordance with said unidirectionally progressing
time, said method comprising for each segment:

generating at least three vertices for a first 3D point of said
two 3D points comprising the segment, said at least three
vertices not being collinear so that said at least three vertices
jointly specify a plane such that a normal vector of the
specified plane is parallel to a vector directed from the first
3D point of the segment to a second 3D point of the segment;
and

adding the generated at least three vertices to the 3D
model mesh stored in a storage device, so that the deter-
mined at least three vertices can be subsequently displayed
as an extension of the 3D model mesh.

The present invention provides a process for supporting
computer infrastructure, said process comprising providing
at least one support service for at least one of creating,
integrating, hosting, maintaining, and deploying computer-
readable code in a computing system, wherein the code in
combination with the computing system is capable of per-
forming a method for modeling and animating a trajectory of
an object in a three-dimensional (3D) space, the object
moving along the trajectory with unidirectionally progress-
ing time, wherein said 3D space is specified by an origin O
(0, 0, 0) and an XYZ coordinate system comprising an
X-axis, a y-axis, and a z-axis, wherein a 3D point comprises
a triplet (X, y, z) indicating a position of the object in the 3D
space, X representing a distance of the position along the
x-axis, y representing a distance of the position along the
y-axis, and 7z representing a distance of the position along the
z-axis, wherein the trajectory comprises at least one course,
each course being displayed as a 3D model mesh comprising
multiple vertices, wherein said each course comprises at
least one segment representing a display unit of the 3D
model mesh, wherein each segment comprises two 3D
points ordered in time and successive segments ordered in
time in accordance with said unidirectionally progressing
time, said method comprising for each segment:

generating at least three vertices for a first 3D point of said
two 3D points comprising the segment, said at least three
vertices not being collinear so that said at least three vertices
jointly specify a plane such that a normal vector of the
specified plane is parallel to a vector directed from the first
3D point of the segment to a second 3D point of the segment;
and

adding the generated at least three vertices to the 3D
model mesh stored in a storage device, so that the deter-
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mined at least three vertices can be subsequently displayed
as an extension of the 3D model mesh.

The present invention provides a method that overcomes
at least one of the current disadvantages of conventional
methods for modeling and animating object trajectories in
3D space.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an example of a mesh for a three-dimensional
(3D) cube, in accordance with embodiments of the present
invention.

FIGS. 2a and 2b are an example of a trajectory data
format, in accordance with embodiments of the present
invention.

FIG. 3 is a flow chart depicting a method for modeling and
animating object trajectories in 3D space, in accordance with
embodiments of the present invention.

FIG. 4 is a flow chart depicting a method for drawing a
segment of an object trajectory in 3D space, in accordance
with embodiments of the present invention.

FIGS. 5a, 5b, 5¢, and 5d represent steps of the method for
drawing a segment in FIG. 4, supra, in accordance with
embodiments of the present invention.

FIG. 6 illustrates an example 3D model mesh created for
an object trajectory, in accordance with embodiments of the
present invention.

FIG. 7 illustrates a computer system used for modeling
and animating object trajectories in 3D space, in accordance
with embodiments of the present invention.

DETAILED DESCRIPTION OF THE
INVENTION

The present invention provides methods for modeling and
animating object trajectories in three-dimensional (3D)
space. The present invention dynamically and accurately
create an object trajectory, and represent the movement of a
3D object without any distortion of a 3D object shape even
when the object trajectory arcs and/or swerves.

A position in 3D space is called a 3D point, and an object
trajectory is represented by at least two 3D points recorded
in time order. The present invention dynamically loads
trajectory data comprising at least two 3D points and orga-
nizes the loaded trajectory data into individual parts defined
as courses. In the present invention, a course means a
modeling unit of a trajectory, and each course represents a
separate 3D model mesh. A 3D model mesh is a 3D
wireframe representing an object trajectory. 3D points cre-
ated for a 3D model mesh are called vertices, to distinguish
a vertex from a 3D position of an object represented by a 3D
point. The present invention may independently control
display features of each course, separate from other courses
in the same trajectory. Each course is animated in real-time.
For example, each shot of a rally in a tennis match may be
a course within a whole trajectory of a tennis ball. In
animating the rally, each shot comprising a course can be
displayed in different color, pattern, etc.

To create vertices for a 3D model mesh representing a
course, the present invention uses vector mathematics.
Using multiple vertices for each recorded 3D point of an
object trajectory, the present invention can create 3D model
meshes that accurately depict the trajectory. The created 3D
model meshes would be dynamically extended in real-time,
according to the time frame of the recorded 3D point data.

FIG. 1 is an example mesh for a 3D cube, in accordance
with the embodiments of the present invention. A, B, C, D,

5

10

15

20

25

30

40

45

55

60

65

4

E, F, G and H are vertices of the mesh. The term “vertex”
means a 3D point on a 3D model mesh in the present
invention. A 3D point is a three-dimensional (3D) point
located at position designated by a triplet (X, y, z) in an XYZ
coordinate system. Three non-collinear vertices can define a
two-dimensional (2D) triangular surface, and such a surface
which is defined by at least three vertices is a “face.”
Triangles ABC, ACD, ADF, DEF, EFG, EGH, BGH, BCH,
ABG, AFG, CDH, and DEH are faces of the example mesh.
A “mesh” is a wireframe of a three-dimensional (3D) object
which is defined by a set of vertices and faces defined by the
set of vertices.

In conventional 3D modeling, most 3D objects are static
and animated by moving these static objects. 3D model
meshes for an object trajectory may be dynamically created
by the methods of present invention by dynamically defining
vertices which form a 3D model mesh. Newly defined
vertices will be added to a 3D model mesh according to the
movement of an object, and the 3D model mesh will be
extended as vertices are created by the methods of present
invention.

FIGS. 2a and 2b are an example of a trajectory data
format, in accordance with embodiments of the present
invention.

The example is provided as a node in Extensible Markup
Language (XML) format. The XML file contains nodes for
each discrete part of the trajectory, which may be modeled
as a separate 3D model mesh. As described earlier, each
discrete part of whole trajectory may comprise a course. The
example XML data has nodes to delineate each course.
Separate courses are represented by a <shot>. . . </shot>and
<serve> ... </serve>tags in FIGS. 2a and 2b. A<coord> tag
has attributes defining each data point within each of these
nodes. “t” is a time element of the data point, “x” is the
position of the data point along the x-axis, “y” is the position
of the data point along the y-axis, and “z” is the position of
the data point along the z-axis. Each <coord> node repre-
sents a position of an object at given time. Thus, a data point
is displayed at (X, y, Z) position on time t. In the first data
point, the initial position of an object is the node with t="0,”
and t is increased by 0.025 in successive nodes until t="0.4.”
The time interval between successive nodes may be variable,
as shown in nodes with t=°0.4,” t=0.423602,” t=0.425,”
=°0.427582,” t=0.45,” etc.

FIG. 3 is a flow chart depicting a method for modeling and
animating object trajectories in 3D space, in accordance with
embodiments of the present invention.

A 3D object trajectory comprises at least one course, and
each course may be displayed as a 3D model mesh com-
prising multiple vertices. Each course comprises at least one
segment representing a display unit of the 3D model mesh.
Each segment comprises two 3D points ordered in time and
successive segments are ordered in time with the same
direction as the direction of two 3D points within a segment.

In step 100, the animation process loads trajectory data
from a trajectory data file 500. Trajectory data are formatted
as shown in FIGS. 2a and 25 supra. Trajectory data com-
prises at least two nodes representing a segment. Each node
comprises a 3D position and a time value to display the 3D
position.

In step 110, the animation process parses the loaded
trajectory data 500. The animation process goes through
each course which is a part of the trajectory, checks for
errors, and adds points to each discrete course in order to
create smooth transitions in the final animation. A beginning
data point of a course should be commonly positioned with
an ending data point of an immediately preceding course so
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that two 3D model meshes of two consecutive courses can
be seamlessly displayed. Sometimes trajectory data may not
be timely ordered throughout the courses so the animation
process should move such a displaced data point to the
correct course during error checking. This repositioning is
specific to certain types of objects being recorded and how
the trajectory is subdivided into courses.

The animation process stores the parsed trajectory data as
a data points array 600 for the use by the segment drawing
process in step 150 infra. Each data point comprises a 3D
point (X, y, z) and a data time t, wherein (X, y, 7) represents
a 3D position in an XYZ coordinate system with X as an x
coordinate, y as a y coordinate, and 7 as a z coordinate, and
t represents the time to display the 3D point on (X, y, z)
position.

In step 120, the animation process builds a separate 3D
model mesh for each course comprising the trajectory which
is being modeled. Each course with a separate 3D model
mesh may be individually controlled so that it can be
displayed with different display features such as color,
animation, etc. Initial position of all vertices in each mesh is
(0,0, 0). Because all vertices of a 3D model mesh are located
at the origin of an XYZ coordinate system, the 3D model
mesh is initially invisible in the 3D space. Each 3D point of
a segment has at least two vectors for the 3D point, and tips
of vectors are vertices of a 3D model mesh which is
animated. When there are only two vectors, the 3D point
specifying the position of an object may as well be a vertex
for the 3D model mesh. The vectors are also initially set onto
the origin O (0, 0, 0). The vectors will be calculated and
drawn in the segment drawing process infra of step 150.
After the segment drawing process calculates vectors for
each 3D point of a segment of a course, the 3D model mesh
is displayed.

In step 130, the animation process starts a timer to
measure current time, which represents the lapse of time
since the timer started. Current time is compared with data
time t value of a data point to control the segment drawing
process as shown in steps 180 and 190 infra.

In step 150, the animation process performs drawing of a
segment by invoking a predefined segment drawing process
which is described in FIG. 5 infra. The segment drawing
process draws a segment with a beginning and an ending
data points from the data points array 600. The segment
drawing process is separated from the animation process for
the purpose of modularized and simplified process control,
and may be integrated into the animation process if neces-
sary.

In step 160, the animation process determines whether the
segment drawn in step 150 is the last segment of the course.
Note that a trajectory comprises at least one course, and each
course comprises at least one segment, and a segment is a
unit trajectory from one data point to the next data point. If
the segment drawn in step 150 is not the last segment of a
course, the animation process sets an immediately succeed-
ing segment in the same course for drawing in step 161. If
the animation process determines that the segment is the last
segment of the course, the animation process determines
whether the course having the segment drawn in step 150 is
the last course of the trajectory in step 170. If the animation
process determines that the course having the segment
drawn in step 150 is not the last course of the trajectory, the
animation process sets the first segment of an immediately
succeeding course for drawing in step 171. If the animation
process determines that the course of the segment drawn in
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step 150 is the last course of the trajectory in step 170, the
animation process terminates because the entire trajectory
has been drawn.

In step 180, the animation process compares current time
with segment time of the next segment determined in steps
160, 161, 170, and 171 supra. The segment time is the data
time of an ending data point for a segment. The current time
may be, inter alia, updated by synchronizing with a system
clock, etc. If the data time of a segment is less than or equal
to the current time, indicating that the time for drawing the
segment has already passed, the segment is immediately
drawn by the segment drawing procedure in step 150.

If the animation process determines that the data time of
the segment to be drawn is greater than the current time in
step 180, indicating that the time for drawing the segment
has not reached yet, then the animation process waits until
the current time becomes equal to the data time of the
segment in step 190 at which time the segment drawing is
performed followed by looping back to step 150.

Step 190 is periodically performed by examining data
time of a successive data point at every predefined exami-
nation interval. A data collection interval represents the
difference of data time between two consecutive data points.
By periodically examining data time, an object trajectory
could be smoothly and seamlessly animated in real-time. As
described in FIGS. 2a and 25 supra, the increment in data
time between two consecutive data points may vary. Con-
sequently, the predefined examination interval for the ani-
mation process examining the data time of a data point may
be greater than actual data collection interval between two
consecutive data points. Where the current time is greater
than the data time of more than one data points, the
animation process can simultaneously display more than one
successive data point. In cases of simultaneous drawing of
multiple data points, resulting animation of the object tra-
jectory would be uneven and/or irregular. Although the
animation process may not maintain the pace of the pre-
defined examination interval, the method of present inven-
tion can still animate accurate object trajectory in real-time.

FIG. 4 is a flow chart depicting a method for drawing a
segment of an object trajectory in 3D space, in accordance
with embodiments of the present invention.

In one embodiment of the present invention, the anima-
tion process may specify a 2D plane to extend the 3D model
mesh by generating two vertices from an original 3D point
of the segment and using the original 3D point as the third
point. In another embodiment, as shown in FIG. 6 infra, the
animation process may specify a 2D plane to extend the 3D
model mesh by generating three or more vertices around a
3D point of a segment and using only the generated vertices.

Where recorded data points for a 3D object trajectory
define only one 3D position for each point in time, the single
data point by itself can not form a 3D model mesh repre-
senting a 3D object trajectory. Multiple vertices per data
point are necessary in order to provide depth, height and
width to the 3D model mesh so that the 3D model mesh can
be three-dimensionally displayed. The flow chart of FIG. 4
describes the process of calculating four vertices with 3D
points for each data point of a segment to form a 3D model
mesh for an object trajectory from the beginning data point
to an ending data point.

To actually make each successive part of a 3D model
mesh visible, the segment drawing process takes two data
points. Any two consecutive data points may form a segment
for the segment drawing process. With a beginning data
point and an ending data point of the segment in 3D space
and vector math, the segment drawing process generates at
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least two new vertices around each recorded data point. By
creating multiple vertices for each 3D point and adding these
vertices to all the 3D model mesh, a 3D object with height,
width and depth may be displayed. By repeating the segment
drawing process on all data points in the data point array
600, all data points may be three-dimensionally displayed
with generated vertices for each data point. Adding vertices
to the 3D model mesh has the visual effect of extending an
existing 3D model mesh along the trajectory.

In step 150q, the drawing process identifies two consecu-
tive data points A (x1, y1, z1) and B (x2, y2, z2) in the data
points array as a segment of an object trajectory. The data
points exist in a single XYZ coordinate system. The origin
O of the XYZ coordinate system is located at (0, 0, 0). A3D
point P is located at (x1, yl, 0) where data point A is
projected onto XY plane. Vector o is specified as a vector
from the origin O (0, 0, 0) to the projected point P (x1, y1,
0).

In step 1505, the drawing process specifies vector a and
vector b. Vector a is a vector from the origin O (0, 0, 0) to
data point A (x1, y1, z1). Vector b is a vector from the origin
O (0, 0, 0) to data point B (x2, y2, z2). FIG. 5q illustrates
data points O, A, B, and P and vectors o, a, and b.

In step 150¢, vector p is specified as vector subtraction of
vector a from vector o; i.e., (0-a), and vector q is specified
as vector subtraction of vector b from vector o; i.e., (0=b).
FIG. 5b depicts vectors p and q over FIG. 5a.

In step 1504, the segment drawing process determines the
direction of the segment being drawn. If the segment is
being drawn from data point A to data point B, the segment
drawing process sets A as a beginning point and B as an
ending point, then proceeds with step 150e. In step 150e,
vector ¢ is specified as vector subtraction of vector a from
vector b; i.e., (b-a). Vector vl specified as vector cross
product of vector p and vector q; i.e., (pxq). Vector v3 is
specified as vector cross product of vector q and vector p;
ie., (qxp). If the determination in step 1504 is that the
segment being drawn is from data point B to data point A,
the segment drawing process sets B as a beginning point and
A as an ending point, then proceeds with step 150f. In step
150f, vector ¢ is specified as vector subtraction of vector b
from vector a (a-b), which is directed opposite to the vector
¢ specified in step 150e. Vector v1 is specified as vector cross
product of vector q and vector p; i.e., (qxp). Vector v3
specified as vector cross product of vector p and vector q;
ie., (pxq).

In step 150g, vectors vl and v3 are normalized to unit
vectors. FIG. 5¢ illustrates specified vectors ¢, vl and v3
after step 150g over FIG. 5b.

In step 150/, vector v2 is specified as vector cross product
of vector ¢ and vector vl1; i.e., (cxvl). Vector v4 is vector
cross product of vector ¢ and v3; i.e., (cxv3). In step 150/,
vectors v2 and v4 are normalized to unit vectors. FIG. 5d
illustrates vectors v2 and v4 over FIG. 5c.

In step 1505, the length of all vectors is adjusted to make
the trajectory being modeled to fit for 3D space. A mesh size
adjusting factor is multiplied to all unit vectors v1, v2, v3
and v4, to enlarge or reduce the volume of the 3D model
mesh for the trajectory. Note that a unit vector may result
from multiplying mesh size adjusting factor to a vector prior
to the normalizing steps 150g and 150i. In this embodiment,
because the vectors with different lengths were made as unit
vectors prior to the size adjusting in step 1507, the size of the
3D model mesh may be adjusted by multiplying same mesh
size adjusting factor to all vectors. In another embodiment,
size adjusting of a 3D model mesh may be applied to vectors
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without normalization, and mesh size adjusting factor may
be different from a vector to another pursuant to the length
of the vector being adjusted.

Vector vl is updated to vector vl multiplied by a mesh
size adjusting factor defined for the trajectory data to match
the 3D model mesh and added to vector a. Similarly, vector
v2 is updated to vector v2 multiplied by the mesh size
adjusting factor and added to vector a, vector v3 is updated
to vector v3 multiplied by the mesh size adjusting factor and
added to vector a, and vector v4 is updated to vector v4
multiplied by the mesh size adjusting factor and added to
vector a.

In step 150%, the tips of vectors v1, v2, v3, and v4 are
added to the 3D model mesh as additional vertices for the 3D
model mesh to be drawn, and an extension of the 3D model
mesh corresponding to the segment from the beginning point
to the ending point is displayed. Steps 150a to 150% is
repeated for all subsequent data points in each course of the
3D object trajectory until the animation process of FIG. 3
supra is completed.

FIG. 6 illustrates an example 3D model mesh created for
an object trajectory, in accordance with embodiments of the
present invention.

The segment drawing method described in FIG. 4 supra
employs normalization and mesh size adjustment in creating
four vertices so that a 3D model mesh has consistent height
and width throughout the entire 3D model mesh, resulting in
a smoothly animated trajectory. Consequently, even in cases
where a trajectory arcs and/or swerves, the present invention
does neither flatten nor twist the 3D model mesh being
animated. This stable and consistent animation is an advan-
tage over conventional methods for 3D modeling and ani-
mation.

In the example, an object passes three points A, B, and C,
in that order. Thus, the object has trajectory beginning at
point A, extending to point B, and ending in point C. The
trajectory has two segments defined by two consecutive
points, AB and BC. Initially, a 3D model mesh is created
with all vertices set to (0, 0, 0) after step 120 of the
animation process described in FIG. 4 supra. In the first
execution of the segment drawing method described in FIG.
5 supra, point A is a beginning data point of a segment, and
point B is an ending data point of the segment. The data
points V1, V2, V3, and V4 are tips of vectors calculated
around point A pursuant to the segment drawing method
described in FIG. 5 supra, which are added to the 3D model
mesh in step 1504

In the second execution of the segment drawing method
described in FIG. 5 supra, point B is a beginning data point
of a segment, and point C is an ending data point of the
segment. The data points W1, W2, W3, and W4 are tips of
vectors calculated around point B pursuant to the segment
drawing method described in FIG. 5 supra, which are added
to the 3D model mesh in step 150%. The 3D positions for
vertices of the 3D model mesh are updated to these added
3D points. Then the 3D model mesh for the first segment
AB, which is specified by vertices VI1V2V3V4-
WIW2W3W4, is displayed.

In the third execution of the segment drawing method
described in FIG. 5 supra, point C is a beginning data point
of a segment, and point B is an ending data point of the
segment. The data points X1, X2, X3, and X4 are tips of
vectors calculated around point C pursuant to the segment
drawing method described in FIG. 5 supra, which are added
to the 3D model mesh in step 150%. The 3D positions for
vertices of the 3D model mesh are updated to these added
3D points. Then the 3D model mesh for the second segment
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BC, which is specified by vertices WIW2W3W4-
X1X2X3X4, is displayed. The 3D model mesh is extended
along the trajectory path as more data points are added to the
mesh. Note that a beginning data point of a segment is
designated only for the purpose of calculating vectors
around one of two 3D points comprising a segment. The
segment would be drawn as the 3D model mesh extends
from already existing 3D model mesh toward the newly
added vertices.

FIG. 7 illustrates a computer system 90 used for modeling
and animating object trajectories in 3D space, in accordance
with embodiments of the present invention.

The computer system 90 comprises a processor 91, an
input device 92 coupled to the processor 91, an output
device 93 coupled to the processor 91, and memory devices
94 and 95 each coupled to the processor 91. The input device
92 is any device capable of providing data input to the
computer system 90. Examples of input device may be, inter
alia, a keyboard, a mouse, a keypad, a touchscreen, a voice
recognition device, a network interface card (NIC), a Voice/
video over Internet Protocol (VOIP) adapter, a wireless
adapter, a telephone adapter, a dedicated circuit adapter, etc.
The output device 93 is any device capable of receiving
and/or displaying data output from the computer system 90.
Examples of output device may be, inter alia, a printer, a
plotter, a computer screen, a magnetic tape, a removable
hard disk, a floppy disk, a programmable compact disc (CD),
a digital video disc (DVD), a NIC, a VOIP adapter, a
wireless adapter, a telephone adapter, a dedicated circuit
adapter, etc. The memory devices 94 and 95 may be, inter
alia, a cache, a dynamic random access memory (DRAM),
a read-only memory (ROM), a hard disk, a floppy disk, a
magnetic tape, an optical storage such as a CD or a DVD,
etc. The memory device 95 includes a computer code 97
which is a computer program that comprises computer-
executable instructions. The computer code 97 includes,
inter alia, an algorithm used for modeling and animating
object trajectories in 3D space according to the present
invention. The processor 91 executes the computer code 97.
The memory device 94 includes input data 96. The input
data 96 includes input required by the computer code 97.
The output device 93 displays output from the computer
code 97. Either or both memory devices 94 and 95 (or one
or more additional memory devices not shown in FIG. 7)
may be used as a computer usable medium (or a computer
readable medium or a program storage device) having a
computer readable program embodied therein and/or having
other data stored therein, wherein the computer readable
program comprises the computer code 97. Generally, a
computer program product (or, alternatively, an article of
manufacture) of the computer system 90 may comprise said
computer usable medium (or said program storage device).

Thus the present invention discloses a process for sup-
porting computer infrastructure, integrating, hosting, main-
taining, and deploying computer-readable code into the
computer system 90, wherein the code in combination with
the computer system 90 is capable of performing a method
for modeling and animating object trajectories in 3D space.

Any of the components of the present invention could be
deployed, managed, serviced, etc. by a service provider who
offers to support modeling and animating object trajectories
in 3D space. Thus the present invention discloses a process
for deploying or integrating computing infrastructure, com-
prising integrating computer-readable code into the com-
puter system 90, wherein the code in combination with the
computer system 90 is capable of performing a method for
modeling and animating object trajectories in 3D space.

10

15

20

25

30

35

40

45

50

55

60

65

10

In another embodiment, the invention provides a business
method that performs the process steps of the invention on
a subscription, advertising, and/or fee basis. That is, a
service provider, such as a Solution Integrator, could offer to
support modeling and animating object trajectories in 3D
space. In this case, the service provider can create, maintain,
support, etc., a computer infrastructure that performs the
process steps of the invention for one or more customers. In
return, the service provider can receive payment from the
customer(s) under a subscription and/or fee agreement and/
or the service provider can receive payment from the sale of
advertising content to one or more third parties.

While FIG. 7 shows the computer system 90 as a par-
ticular configuration of hardware and software, any configu-
ration of hardware and software, as would be known to a
person of ordinary skill in the art, may be utilized for the
purposes stated supra in conjunction with the particular
computer system 90 of FIG. 7. For example, the memory
devices 94 and 95 may be portions of a single memory
device rather than separate memory devices.

While particular embodiments of the present invention
have been described herein for purposes of illustration,
many modifications and changes will become apparent to
those skilled in the art. Accordingly, the appended claims are
intended to encompass all such modifications and changes as
fall within the true spirit and scope of this invention.

What is claimed is:

1. A method for creating a three-dimensional wireframe
mesh in a three-dimensional coordinate system, wherein the
mesh represents an object as the object moves in the
three-dimensional coordinate system along a curve from a
starting point to an ending point, and wherein the object is
represented in the coordinate system as a set of object points,
the method comprising:

a processor of a computer system initializing the three-
dimensional wireframe mesh by setting a first set of
three vertex points in the three-dimensional space to a
set of initial coordinates;

the processor revising the initial coordinates of the first set
of three vertex points by performing a sequence of
mathematical vector operations upon the three-dimen-
sional coordinates of the starting point, the three-
dimensional coordinates of the ending point, and the
direction of the object’s motion along the curve, and
wherein revised coordinates of the first set of three
vertex points are identified by tips of three vectors that
are produced by the vector operations;

the processor identifying a mesh-size adjusting factor as
a function of the revising;

the processor adjusting the size of the revised mesh as a
function of the mesh-size adjusting factor; and

the processor determining a characteristic of the animated
motion of the object point at the ending point as a
function of the adjusted revised mesh.

2. The method of claim 1, wherein the characteristic is
selected from a group comprising the object’s: orientation,
color, texture, reflectance, size, font, and animation speed.

3. The method of claim 1, further comprising:

the processor drawing a set of pairs of vectors, wherein a
first pair of vectors of the set of pair of vectors both
originate at the starting point, wherein the coordinates
of the tips of the first pair of vectors and the coordinates
of the ending location identify a second set of three
vertex points of the three-dimensional wireframe mesh,
and wherein a change in the orientation of the object as
it moves along the curve from the starting location to
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the ending location is a function of the first set of three
vertex points and of the second set of three vertex
points.

4. The method of claim 3, wherein the vector operations
further comprise:

the processor identifying a point P by projecting the

starting point onto a plane in the three-dimensional
coordinate system;

the processor identifying a vector o as a vector from an

origin point O of the coordinate system to the point P;
the processor identifying a vector a as a vector from the
origin point O to the starting location;

the processor identifying a vector b as a vector from the

origin point O to the ending location;
the processor identifying a vector p as a result of a vector
subtraction of the vector a from the vector o;

the processor identifying a vector q as a result of a vector
subtraction of the vector b from the vector o;

the processor identifying a vector ¢ as a result of a vector
subtraction of the vector a from the vector b;

the processor identifying a vector vl as a vector cross
product of the vector p and the vector q;

the processor identifying a vector v2 as a vector cross

product of the vector ¢ and the vector v1;

the processor identifying the first vertex as a vector tip

point of a vector sum of the vector a and the vector v1;
and

the processor identifying the second vertex as a vector tip

point of a vector sum of the vector a and the vector v2.

5. The method of claim 4, wherein the vector operations
further comprise:

the processor identifying a vector v3 as a vector cross

product of the vector q and the vector p;

the processor identifying a vector v4 as a vector cross

product of the vector ¢ and the vector v3; and

the processor identifying the third vertex as a vector tip

point of a vector sum of the vector a and the vector v3.

6. The method of claim 5, wherein the mesh further
comprises a seventh vertex point of the three-dimensional
wireframe mesh and wherein the vector operations further
comprise the processor identifying the seventh vertex as a
three-dimensional coordinate of a tip of a computed vector
that is computed as a vector sum of the vector a and the
vector v4.

7. The method of claim 1, wherein the mathematical
vector operations identify the first set of three vertex points
as functions of the starting location, the ending location, and
the direction of the object’s motion along curve.

8. The method of claim 1, wherein the initial coordinates
of the first set of three vertex points identify a same point in
the three-dimensional coordinate system.

9. The method of claim 1, further comprising providing at
least one support service for at least one of creating, inte-
grating, hosting, maintaining, and deploying computer-read-
able program code in the computer system, wherein the
computer-readable program code in combination with the
computer system is configured to implement the initializing,
revising, identifying, adjusting, and determining.

10. A computer program product, comprising a computer-
readable hardware storage device having a computer-read-
able program code stored therein, said program code con-
figured to be executed by a processor of a computer system
to implement a method for creating a three-dimensional
wireframe mesh in a three-dimensional coordinate system,
wherein the mesh represents an object as the object moves
in the three-dimensional coordinate system along a curve
from a starting point to an ending point, and wherein the
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object is represented in the coordinate system as a set of
object points, the method comprising:

the processor initializing the three-dimensional wireframe
mesh by setting a first set of three vertex points in the
three-dimensional space to a set of initial coordinates;

the processor revising the initial coordinates of the first set
of three vertex points by performing a sequence of
mathematical vector operations upon the three-dimen-
sional coordinates of the starting point, the three-
dimensional coordinates of the ending point, and the
direction of the object’s motion along the curve, and
wherein revised coordinates of the first set of three
vertex points are identified by tips of three vectors that
are produced by the vector operations;

the processor identifying a mesh-size adjusting factor as
a function of the revising;

the processor adjusting the size of the revised mesh as a
function of the mesh-size adjusting factor; and

the processor determining a characteristic of the animated
motion of the object point at the ending point as a
function of the adjusted revised mesh.

11. The computer program product of claim 10, further

comprising:

the processor drawing a set of pairs of vectors, wherein a
first pair of vectors of the set of pair of vectors both
originate at the starting point, wherein the coordinates
of the tips of the first pair of vectors and the coordinates
of the ending location identify a second set of three
vertex points of the three-dimensional wireframe mesh,
and wherein a change in the orientation of the object as
it moves along the curve from the starting location to
the ending location is a function of the first set of three
vertex points and of the second set of three vertex
points.

12. The computer program product of claim 11, wherein

the vector operations further comprise:

the processor identifying a point P by projecting the
starting point onto a plane in the three-dimensional
coordinate system;

the processor identifying a vector o as a vector from an
origin point O of the coordinate system to the point P;

the processor identifying a vector a as a vector from the
origin point O to the starting location;

the processor identifying a vector b as a vector from the
origin point O to the ending location;

the processor identifying a vector p as a result of a vector
subtraction of the vector a from the vector o;

the processor identifying a vector q as a result of a vector
subtraction of the vector b from the vector o;

the processor identifying a vector ¢ as a result of a vector
subtraction of the vector a from the vector b;

the processor identifying a vector vl as a vector cross
product of the vector p and the vector q;

the processor identifying a vector v2 as a vector cross
product of the vector ¢ and the vector v1;

the processor identifying the first vertex as a vector tip
point of a vector sum of the vector a and the vector v1;
and

the processor identifying the second vertex as a vector tip
point of a vector sum of the vector a and the vector v2.

13. The computer program product of claim 12, wherein

the vector operations further comprise:

the processor identifying a vector v3 as a vector cross
product of the vector q and the vector p;

the processor identifying a vector v4 as a vector cross
product of the vector ¢ and the vector v3; and
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the processor identifying the third vertex as a vector tip

point of a vector sum of the vector a and the vector v3.
14. The computer program product of claim 13, wherein
the mesh further comprises a seventh vertex point of the
three-dimensional wireframe mesh and wherein the vector
operations further comprise the processor identifying the
seventh vertex as a three-dimensional coordinate of a tip of
a computed vector that is computed as a vector sum of the
vector a and the vector v4.
15. The computer program product of claim 10, wherein
the mathematical vector operations identify the first set of
three vertex points as functions of the starting location, the
ending location, and the direction of the object’s motion
along curve.
16. A computer system comprising a processor, a memory
coupled to said processor, and a computer-readable hard-
ware storage device coupled to said processor, said storage
device containing program code configured to be run by said
processor via the memory to implement a method for
creating a three-dimensional wireframe mesh in a three-
dimensional coordinate system, wherein the mesh represents
an object as the object moves in the three-dimensional
coordinate system along a curve from a starting point to an
ending point, and wherein the object is represented in the
coordinate system as a set of object points, the method
comprising:
the processor initializing the three-dimensional wireframe
mesh by setting a first set of three vertex points in the
three-dimensional space to a set of initial coordinates;

the processor revising the initial coordinates of the first set
of three vertex points by performing a sequence of
mathematical vector operations upon the three-dimen-
sional coordinates of the starting point, the three-
dimensional coordinates of the ending point, and the
direction of the object’s motion along the curve,
wherein the mathematical vector operations identity
the first set of three vertex points as functions of the
starting location, the ending location, and the direction
of'the object’s motion along curve, and wherein revised
coordinates of the first set of three vertex points are
identified by tips of three vectors that are produced by
the vector operations;

the processor identifying a mesh-size adjusting factor as

a function of the revising;

the processor adjusting the size of the revised mesh as a

function of the mesh-size adjusting factor; and

the processor determining a characteristic of the animated

motion of the object point at the ending point as a
function of the adjusted revised mesh.

17. The system of claim 16, further comprising:

the processor drawing a set of pairs of vectors, wherein a

first pair of vectors of the set of pair of vectors both
originate at the starting point, wherein the coordinates
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of the tips of the first pair of vectors and the coordinates
of the ending location identify a second set of three
vertex points of the three-dimensional wireframe mesh,
and wherein a change in the orientation of the object as
it moves along the curve from the starting location to
the ending location is a function of the first set of three
vertex points and of the second set of three vertex
points.
18. The system of claim 16, wherein the vector operations
further comprise:
the processor identifying a point P by projecting the
starting point onto a plane in the three-dimensional
coordinate system;
the processor identifying a vector o as a vector from an
origin point O of the coordinate system to the point P;
the processor identifying a vector a as a vector from the
origin point O to the starting location;
the processor identifying a vector b as a vector from the
origin point O to the ending location;
the processor identifying a vector p as a result of a vector
subtraction of the vector a from the vector o;
the processor identifying a vector q as a result of a vector
subtraction of the vector b from the vector o;
the processor identifying a vector ¢ as a result of a vector
subtraction of the vector a from the vector b;
the processor identifying a vector vl as a vector cross
product of the vector p and the vector q;
the processor identifying a vector v2 as a vector cross
product of the vector ¢ and the vector v1;
the processor identifying the first vertex as a vector tip
point of a vector sum of the vector a and the vector v1;
and
the processor identifying the second vertex as a vector tip
point of a vector sum of the vector a and the vector v2.
19. The system of claim 18, wherein the vector operations
further comprise:
the processor identifying a vector v3 as a vector cross
product of the vector q and the vector p;
the processor identifying a vector v4 as a vector cross
product of the vector ¢ and the vector v3; and
the processor identifying the third vertex as a vector tip
point of a vector sum of the vector a and the vector v3.
20. The system of claim 19, wherein the mesh further
comprises a seventh vertex point of the three-dimensional
wireframe mesh and wherein the vector operations further
comprise the processor identifying the seventh vertex as a
three-dimensional coordinate of a tip of a computed vector
that is computed as a vector sum of the vector a and the
vector v4.



